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1Institute of Thermomechanics of the CAS, v. v. i., Dolejškova 1402/5, 182 00 Praha 8, Czech Republic
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Abstract. The problem of the linear elastodynamics including domain decomposition via lo-
calized Lagrange multipliers method is solved using finite element method and direct time in-
tegration. The time integration of the subdomains is performed separately with different time
steps with arbitrary ratio. The asynchronous integrator scheme is generalized for multiple
subdomain problem with any number of constraints between them. The exact continuity of the
displacement, velocity, and acceleration fields at the interface is satisfied. The proposed method
is applied to the rectangular step pulse propagation problem considering the linearly varying
Young modulus in space as well as the bi-material interface problem. To prove the robustness
and the accuracy, the comparison with analytical solution and conventional codes output is
provided.
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1 Introduction

Transient phenomena are generally challenging to solve numerically since, besides the spa-
tial domain, the time domain also comes into play. The basic problem in space is then solved
n-times in n time levels. These are, for example, problems described by the transport equation,
wave equation, equation for heat conduction, or unsteady Navier-Stokes equations.

In this contribution, we focus only on the problem of elastodynamics. For spatial discretiza-
tion, we use the finite element method with the domain decomposition technique. Although
theoretically it is possible to choose the Mortar method most commonly used for this purpose,
we prefer the method of Localized Lagrange multipliers (LLM) [1, 2]. Lagrange multipliers ℓs
are individually localized to each subdomain s in this case (see Figure 1). Their equilibrium is
then satisfied at the subdomain interface, which is described by the displacement uI.

subdomain 1 subdomain 2interface

l1 l2

Figure 1: Localization of the Lagrange multipliers to the subdomains

The object of this contribution is to demonstrate how to integrate different subdomains over
time with different time steps and, at the same time, preserve the exact continuity of the dis-
placement, velocity, and acceleration fields. We prefer to call this process as asynchronous
integration [3, 4, 5] - in the literature, one may also find the names as multirate [6], multi-time-
step [7] or heterogeneous [5, 8] integration.

The first references to asynchronous integration can be found in the second half of the twen-
tieth century [9, 10, 11]. However, every single method was not robust or accurate enough or
even stable. Several counterstudies have been published on these problems [12, 13].

The first robust integrators appeared in the 21st century, in 2002 by Combescure and Gravouil [3]
and Cho et al. [8] in 2019. However, both methods still suffer from limitations. The first one [3]
is capable of solving the problem of subdomains with arbitrarily different timesteps; however,
it tends to dissipate the energy at the interface due to the growth of displacement discontinuity
at the interface during the solution (so-called drifting) in specific cases. However, if the ratio
of neighboring subdomains steps is integer, the algorithm is energy conserving [5, 7]. The sec-
ond listed algorithm [8] guarantees the continuity of displacement and is energy-conserving,
however, it is able to solve only the case of the integer time-step ratio.

Our proposed method combines the advantages of both methods listed, while eliminating
their restrictions and limitations. We propose a method that allows individual subdomains to be
time-integrated with arbitrary relative ratios of time steps while maintaining the continuity of
the displacement, velocity and acceleration field.

The strong formulation of the problem is defined in Section 2 followed by the weak formu-
lation in Section 3. Spatial discretization by means of finite elements is presented in Section 4.
The interface equations are derived in Section 5. In Section 6 temporal discretization of the sub-
domains and of the interface is introduced. The main contribution represents Section 7, where
the proposed method of asynchronous integration is explained on both the single subdomain
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pair and the general problem. Finnaly, the asynchronous integrator is validated by comparison
with the conventional (non-decomposed model with a single time step) and with the analytical
solution of representative benchmarks (Section 8).

2 Strong formulation

The problem of elastodynamics in a linear elastic continuum is governed by the balance of
linear momentum, including Hooke’s law, complemented by initial and boundary conditions
[14]:

divσ + b = ρü on Ω×Υ ,

σ = C : ε ,

ε =
1

2

[
(gradu)T + gradu

]
,

u = u0(x, t = 0) on Ω , u̇(x, t = 0) = u̇0 on Ω ,

u = û on ΓD , n · σ = t̂ on ΓN ,

(1)

where σ(x, t) is the stress tensor, ε(x, t) is the infinitesimal strain tensor, ρ(x) is the mass
density, b(x) is the vector of the intensity of the volume forces, u(x, t) is the displacement
field, C(x) is the elastic 4th order tensor, u0 and u̇0 are the initial displacement and velocity,
respectively, û is given displacement at the boundary ΓD, t̂ is given traction at the boundary ΓN,
n is the outward surface normal unit vector, x ∈ Ω is the position of the material point, and
t is the time. The symbol Ω represents the spatial domain of interest, and Υ refers to the time
domain of interest. The dot superscript represents the time derivative. For simplicity, further no
Dirichlet boundary conditions are assumed.

Furthermore, we can state that the region Ω consists of ns subdomains Ωs, s = 1 . . . ns (see
Figure 2).

Ωs Ωs+1

Ω

Ωs-1

GI
i-1

s+2

GI i

uIi

us ls
ls+1

us+1

us+2

ls+2

Figure 2: Arbitrary part of the system Ω divided into subdomanins Ωs connected with i-th
interface ΓI

i.

The interface is described by its displacement uI(x). The stress on the interface is σI(x).
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The coupling of the subdomains is provided by satisfying

us(x) = uI(x) on ΓI ∀s ,
σs(x) = σI(x) on ΓI ∀s ,

(2)

what enforces displacement and stress continuity, respectively.

3 Weak formulation

For the weak formulation, we use Hamilton’s principle for partitioned constrained elastody-
namics. The variation of the Hamiltonian can be written as [15]:

δH
(
u,uI, ℓ

)
= δHfree (u) + δWI

(
u,uI, ℓ

)
, (3)

where δHfree consists of the virtual kinetic energy and potential of the system and of the virtual
work done by external loads. The virtual work of the interface δWI can be expressed as

δWI
(
u,uI, ℓ

)
= δ

ni∑
i=1

ni
s∑

s=1

∫
ΓI

[
ℓs(us − uI

i)
]

dΓ , (4)

where us and uI
s are the displacements of the s-th subdomain and of the i-th interface, respec-

tively (see Figure 2). The ℓs stands for the Lagrange multiplier field of the s -th subdomain. The
whole system consists of ni interfaces and of ns subdomains. The i-th interface is connected to
ni

s of subdomains. The s-th subdomain is connected with ns
i of interfaces.

4 Spatial discretization

For the dicretization, we use conventional finite elements. For the approximation of u and
uI linear shape functions are used. The continuous field ℓ is approximated by the discrete field
described by the Lagrange multiplier vector λ. Substituting this approximation into (3) and
searching for a stationary solution produces the semi-discrete system. K̄ B 0

BT 0 −L
0 −LT 0

u
λ
uI

 =

f0
0

 , where K̄ = MD2 +K , D =
d
dt

, (5)

where the matrices M and K in (5) are the subdomain-block-diagonal global mass matrix and
the global stiffness matrix, respectively, f is the vector of external load and can be written with
block terms as in the case of matrices

M =

M1 . . . 0
... . . . ...
0 . . . Mns

 , K =

K1 . . . 0
... . . . ...
0 . . . Kns

 , f =

 f1
...
fns

 . (6)

The vector of Lagrange multipliers λ similarly consists of ns subvectors λs and the interface
displacement vector uI consists of ni subvectors uI

i.
The matrices BT and L are projectors defined as the scalar product of the appropriate shape

functions [16]. The diagonal block matrix BT consists of ns matrices BT
s , the block column

vector matrix L consists of ni matrices Li. To find the solution of the formal system (5), we
have to solve the following equations:
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• Mü+Ku = f −Bλ (7) Equation of motion,
• BT ü− L üI = 0 (8) Kinematic interface constraints,
• LT λ = 0 (9) Interface equilibrium condition.

Where the first equation represents the dynamic equilibrium, the second kinematic continuity,
and the third traction continuity at the interface. Note that the second-time derrivative of the
kinematic continuity is enforced, which in itself does not guarantee the continuity of the dis-
placement and velocity field, and techniques avoiding this phenomenon should be employed.

5 Isolation of the interface problem

We will demonstrate that the unknowns λ and üI related to the i-th interface can be explicitly
expressed from knowledge of the interface solution of connected ni

s subdomains, i.e., from
knowledge of u on ΓI.

By defining the acceleration predictor from the Equation of motion (7)

˜̈u = M−1(f −Ku) = ü+M−1Bλ , (10)

and by its substitution and combining with the the second time-derivative of Kinematic interface
constraints we obtain the equation

BTM−1Bλ = BT ˜̈u− LüI , (11)

which can be supplemented by the Interface equilibrium condition (9) leading to the system[
BTM−1B L

LT 0

] [
λ
üI

]
=

[
BT ˜̈u
0

]
, (12)

where the unknows can be explicitly expressed as

üI =
[
LT (BTM−1B

)−1
L
]−1 [

LT (BTM−1B
)−1

BT ˜̈u
]
,

λ =
(
BTM−1B

)−1 (
BT ˜̈u− LüI) .

(13)

From (12), we can extract the problem of a single i-th interface coupled with ni
s subdomains as

Bi
1

T
M−1

1 Bi
1 0 . . . 0 Ls

i

0
. . . . . . ...

...
... . . . . . . 0

...
0 . . . 0 Bi

ni
s

T
M−1

ni
s
Bi

ni
s

L
ni

s
i

L1
i

T
. . . . . . L

ni
s

i

T
0




Li

1λ1
...
...

L
ni

s
i λni

s

üI
i

 =


Bi

1
T ˜̈u1
...
...

Bi
ni

s

T ˜̈uni
s

0

 , (14)

where matrix Bi
s

T consists only of the columns of the matrix BT
s those are responsible for the

connection of the s-th subdomain with the i-th interface. Similarly, the matrix Ls
i consists only

of those columns of the matrix Li responsible for the connection of the interface i to the s-th
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subdomain. Now, we can rewrite the general form (13) of interface equations for the problem
of the i-th interface coupled with the ni

s subdomains.

üI
i = MI

i

−1
f I
i ,

λs = Mλs
i

−1
fλs
i ,

(15)

where s = 1 . . . ni
s and

MI
i =

ni
s∑

s=1

[
Ls

i
T
(
Bi

s

T
M−1

s Bi
s

)−1

Ls
i

]
, f I

i =

ni
s∑

s=1

[
Ls

i
T
(
Bi

s

T
M−1

s Bi
s

)−1

Bi
s

T ˜̈us

]
,

Mλs
i =

(
Bi

s

T
M−1

s Bi
s

)−1

, fλs
i = Bi

s

T ˜̈us − Ls
i ü

I
i

(16)

are the interface mass matrix, interface load, boundary mass matrix, and boundary load, respec-
tively. Looking at (16) we can recognize that subdomain displacement us is always transformed
using the operator Bi

s
T. The operation

Bi
s

T
us = uBi

s (17)

can be understood as selecting only those degrees of freedom of the subdomain s, which are
located at the interface i, that is, we obtain the vector of boundary displacement uBi

s. Thus, we
see that it is sufficient to know the solution of the subdomains only at their boundary related to
the interface i to obtain the primary unknowns of the i-th interface λ and üI, as we claimed at
the beginning of this chapter.

6 Temporal discretization

For time integration, various methods can be used such as the Newmark method [17], Central
Difference method [14], or Pushforward-pullback method [18]. For the sake of clarity, we will
demonstrate the Central Difference method in its fundamental form [14], that is, the substructure
displacement and velocity in time tn+1 are obtained as

un+1 = un +∆t u̇n +
∆t2

2
ün ,

u̇n+1 = u̇n +
∆t

2

(
ün + ün+1

)
.

(18)

To obtain the acceleration ün+1 one has to solve the system of equations (10) and (12) in time
tn+1.

However, one must proceed with caution, since the second time derivative of Kinematic
interface constraints (8) in the system (12) is used and therefore phenomena called drifting will
occur at the interfaces, i.e., the discontinuity of the displacement and velocity field will develop
at the interface during time integration. For that reason, Cho et al. [8] introduced the procedure
of avoiding drifting for the mesh matching case:

1. After obtaining a subdomain solution at the time level tn+1, evaluate the velocity and
displacement of the interface from the known acceleration (üI)n+1 of the interface.

(u̇I)n+1 = (u̇I)n +
∆t

2

(
(üI)n + (üI)n+1

)
, (uI)n+1 = (uI)n +∆t (u̇I)n+1 , (19)
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2. Rewrite the degrees of freedom of the solution un+1 and u̇n+1 on ΓI so the equations

BT (u)n+1 − L (uI)n+1 = 0 , BT (u̇)n+1 − L (u̇I)n+1 = 0 (20)

are satisfied.

Although Step 2 is trivial in the case of matching meshes, in the nonmatching case one has to
face the problem of projection and be careful about consistency with variational principle and
stability of the scheme.

7 The asynchronous time integration

The crucial difference from the conventional approach is that each subdomain has its own
time step. The challenge of managing precise and versatile asynchronous integration consists
of the following.

• using arbitrary and time-varying time step length for each subdomain (i.e., possibly non-
integer time step ratio of each subdomain pair),

• respecting both kinematic and traction coupling equations at each time level tns of any
subdomain s.

A remarkable outcome follows from the second point, with the consequence of theoretically
zero-energy dissipation at the interfaces.

7.1 Definition of interface regions

The crucial point of asynchronous integration lies in the complete understanding of the finite
wave speed propagation and the critical time step term.

Assume that the free square 2D domain Ω consisting of equal square finite elements with
constant material properties is loaded by constant stress on its right edge. We want to find a
solution in time 2∆tC , where ∆tC is the critical time step of the central difference method of
a given system assuming the diagonal mass matrix. Then the solution obtained by the time
integration is the same, whenever it is obtained by time integration

• of the full system or

• of interface region ΩR and of the domain complement Ω \ΩR separately followed by the
union of both solutions (see Fig. 3).

In this specific case, interface region consists of two layers of the elements.

7
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t = 0

s(t) = p0

∫
2DtC

dt =

t = 0

∫
2DtC

t = 0

∫
2DtC

dt

s(t) = p0

dt

   =

t = 2DtC t = 2DtCt = 2DtC

0 0 0

WRW\WRW

Figure 3: Equality of the time integration of the whole set Ω and divided problem

The interface region definition is crucial ingredient in asynchronous integration. Generally,
interface region is obtained from the original model Ω by the transformation (which is a de
facto reduction of degrees of freedom corresponding to the domain complement Ω \ΩR) given
by the block diagonal boolean operator (transformation matrix) R consisted of block diagonal
operators Rs for each subdomain s = 1 . . . ns consisted of operators Ri

s, which selects the
interface region of the s-th subdomain connected to the interface i.

By interface region ΩRi
s

we mean the area of the subdomain s affected by the propagating
wave from the interface i during at least two critical steps of this area ∆tCRi

s
.

This allows us to solve the problem of the i-th interface (15) at the time level t +∆t (recall
∆t < ∆tC) including only regions ΩRi

s
s = 1 . . . ni

s instead of entire subdomains Ωs (see
Figure 4).

∫
t+DtC

dt =
t

W1 W2

∫ dt

t

WR WR1 2t+DtC

on .I

.I .I

Figure 4: The equality of the i-th interface solution assuming whole subdomains Ωs vs. inter-
face regions ΩRs only

We can compactly formulate the interface region subproblems in block diagonal form by the
substitution u = RT ur to (5) as K̄r Br 0

BrT 0 −L
0 −LT 0

ur

λ
uI

 =

f r0
0

 , where K̄r = MrD2 +Kr , D =
d
dt

, (21)

where
Kr = RKRT , Mr = RMRT , f r = Rf , Br = RB (22)

are the interface region matrices and vectors.
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7.2 Fundamental problem of two subdomains connected with one interface

We will present one computational step of the proposed asynchronous integration of a single
subdomain pair. Assume that the subdomains Ω1 and Ω2 are connected via the interface ΓI

(see Figure 5a). The blue highlight has the meaning of an already known solution, that is, the
last known solution of Ω1 is at the time level tn1 , of Ω2 is at tn2 and we assume that we know
the solution of the interface (λ, uI, u̇I, üI) at the time level tn1 . Our challenge is to obtain the
solution of Ω1 at the time level tn+1

1 and Ω2 at tn+1
2 .

W1 W2WR WR1 2.I

t1 tI t2

t n1
t n2

t n+1
2

t n+1
1

ΔtI Δt2

(a) Initial state of the algorithm

W1 W2WR WR1 2.I

t1 tI t2

t n1
t n2

t n+1
2

t n+1
1

ΔtIA Δt2
Δt1

t n+2
2

ΔtIB

B

A

(b) Deciding point of the algorithm (scenario A and B)

Figure 5: Two consequent states of the system during the asynchronous time integration

We propose the following algorithm:

1. Initialize the interface time step as ∆tI = tn+1
2 − tn1 .

2. Solve the interface in time tn+1
2 (tn+1

2 . . .n+1 , tn1 . . .
n simplified notation)

(a) (ur)n+1 = (ur)n +∆tI (u̇r)n + ∆tI
2

2
(ür)n

(b) (˜̈ur)n+1 = Mr−1
(
(f r)n+1 −Kr (ur)

n+1
)

(c) (f I)n+1 =
∑2

s=1

[
LsT (Br

s
TM−1

s Br
s

)−1
Br

s
T(˜̈ur

s)
n+1

]
(d) (üI)n+1 = MI−1

(f I)n+1

(e) (u̇I)n+1 = (u̇I)n + ∆tI

2

((
üI
)
n +

(
üI
)
n+1

)
(f) (uI)n+1 = (uI)n +∆tI (u̇I)n+1

3. Complete the solution of ΩR1 in time tn+1
2 (tn+1

2 . . .n+1 , tn1 . . .
n)

(a) (fλ1)n+1 =
(
BrT

1(˜̈u
r
1)

n+1 − L1(üI)n+1
)

(b) (λ1)
n+1 = Mλ1

1
−1(fλ1)n+1

(c) (ür
1)

n+1 = (˜̈ur
1)

n+1 −Mr
1
−1Br

1(λ1)
n+1

(d) (u̇r
1)

n+1 = (u̇r
1)

n + ∆tI

2
((ür

1)
n + (ür

1)
n+1)

9
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(e) Avoid drifting of {ur, u̇r}n+1
1

4. Solve free subdomain Ω2 in time tn+1
2 (tn+1

2 . . .n+1 , tn2 . . .
n)

(a) un+1
2 = un

2 +∆t2 u̇
n
2 +

∆(t2)2

2
ün
2

(b) ˜̈un+1
2 = M−1(fn+1

2 −K2 u
n+1
2 )

(c) Rewrite (overwrite) appropriate degrees of freedom ˜̈un+1
2 → ün+1

2 with respect to
BT

2 ü
n+1
2 − L2 (üI)n+1 = 0

(d) u̇n+1
2 = u̇n

2 +
∆t2
2

(
ün
2 + ün+1

2

)
(e) Avoid drifting of {u, u̇}n+1

2

(f) Reset interface region {ur, u̇r, ür}n+1
2 = R2{u, u̇, ü}n+1

2

At this point, two different situations A and B may occur (see Fig. 5b):

Scenario A: tn+2
2 > tn+1

1 In this case, the process is in the initial state but with the switched
role of subdomains Ω1 and Ω2. Initialize the interface time step as ∆tI = ∆tI

A = tn+1
1 − tn+1

2

and repeat the algorithm from 2nd step with switched indices s = 1 → 2, 2 → 1.

Scenario B: tn+2
2 < tn+1

1 Initialize the interface time step as ∆tI = ∆tI
B = tn+2

2 − tn+1
2 and

repeat the algorithm from 2nd step.

The computation ends once each of the subdomains has reached the final time tend.

7.3 General problem of multiple arbitrarily connected subdomains

Thanks to the definition of interfaces, interface regions and appropriate notation in the sec-
tions above, the asynchronous integration of a general problem is only matter of the patient
implementation. In our opinion, there is no necessity of presenting the algorithm for a general
problem, instead, we give the reader several remarks and recommendations that may help with
the implementation process.

Generally, we would like to solve the problem of subdomains Ωs ∈ S (s = 1 . . . ns) and
interfaces ΓI

i ∈ I (i = 1 . . . ni), which are specifically interconnected - each interface ΓI
i is

connected to the set of subdomains Si and each subdomain Ωs is connected to the set of inter-
faces Is. The sets S, I, Si and Is are given and remain unchanged during the solution naturally.
Besides the existence of these sets, we will further define the solvable sets of subdomains and
interfaces Ŝ and Î that change during the simulation according to the actual state - the state of
the problem is given by the value of the clocks parameter:

Clocks Keep two time parameters for each subdomain s

• tact
s has the value of the time of the last known solution of the subdomain,

• tnew
s has the value of the time of the solution we are looking for.

The time of interest tnew
s is given by the computational time step of s-th subdomain as tnew

s =
tact
s + ∆ts. The computational time step can be chosen arbitrarily, but must be less than the

critical one ∆ts < ∆tCs .

10
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Also, keep the time value of the last known solution of each i-th interface in parameter tIi .
Together with the two previous parameters, we will further determine the interface time step
∆tIi .

Solvable set of interfaces Î

definition: ΓI
i ∈ Î ⇐⇒ tnew

s > tIi ∀Ωs ∈ Si

The interface ΓI
i ∈ Î is always solvable and can be integrated with the interface time step given

as ∆tIi = min{tnew
s − tIi } ∀Ωs ∈ Si.

Solvable set of subdomains Ŝ

definition: Ωs ∈ Ŝ ⇐⇒ tnew
s = tIi ∀ΓI

i ∈ Is

The subdomain Ωs ∈ Ŝ is always solvable and can be integrated with its computational timestep
∆ts. Note that tact

s +∆ts = tnew
s = tIi ∀ΓI

i ∈ Is.

Solution process The asynchronous solution may proceed, because there always exists an
unempty set of solvable subdomains Ŝ or interfaces Î at any point of the computation process.
In practice, the user only needs to implement a function that can determine these two sets
from the defined time parameters and from coupling relationships among all subdomains and
interfaces of the system.

8 Numerical validation

Wave propagation through the bimaterial interface and through linearly graded material is
investigated (1D formulation). In the case of a bimaterial interface, special attention is given
to the energy balance. Furthermore, the impact of 3 thin rods is simulated (2D axisymmet-
ric formulation) and the results are compared with bi-penalty contact specialized verified 3D
solver [15] output.

By term conventional in the figure’s legend below, we mean the computation with a nonde-
composed model with a single globally determined time step. By term asynchronous we mean
the computation with the proposed method.

8.1 Bi-material interface (1D)

It is considered to be a bimaterial bar loaded with a rectangular pulse of 1 Pa (see Figure 6).
Each material region is discretized with elements of different sizes (∆h1 = 0.008 m, ∆h2 =
0.01 m) to provide a non-integer critical time step ratio. Each material region is represented by
one subdomain, the interface of the subdomains is located exactly at the bimaterial interface.

 (t) = 1 Pa

L1 = 1 m

E 1 = 16 Pa, ρ = 1 kg m-3

L2 = 1 m
1 2

E 2 = 1 Pa, ρ = 1 kg m-3σ
Δh1 = 0.008 m Δh2 = 0.01 m

Figure 6: Bar setup with bimaterial interface
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The stress at time t = 0.45 s is plotted in Figure 7. We can clearly see the match of the pro-
posed method (green) with the conventional (red). Spurious oscillations around the analytical
solution are caused by the use of a non-critical computational time step ∆ts = 0.5∆tCs .

0 0.5 1 1.5 2

x [m]

-0.5

0

0.5
σ
[P
a]

t = 0.45 s

conventional

asynchronous

analytical

Figure 7: Reflected and transmitted stress pulse at time t = 0.45 s

The percentage loss of the total energy (compared to the work done by the load) is shown in
the Figure 8a. The interface energy (4) is exactly zero during whole computation.
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(a) Total energy loss
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[J
]

×10-32

asynchronous

(b) Interface energy

Figure 8: Total energy loss (compared to real work done by the load) evolution (left) and inter-
face energy evolution of the asynchronous case (right).

The error of the method is present in the subdomains themselves, where we can see the dis-
tortion of the potential and kinetic energy components (see Figure 9). The percentage difference
from the conventional solution is plotted.

0.15 0.2 0.25 0.3 0.35 0.4 0.45
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1
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gy
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Figure 9: Potential and kinetic energy loss of asynchronously integrated decomposed model
compared to the energy conserving single time step scheme
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8.2 Graded material (1D)

It is given a bar with a linearly changing Young modulus loaded by a rectangular pulse of 1
Pa (see Figure 10). The bar is divided into 5 equaly sized subdomains. Elements size is set to
∆h = 0.01 m.

ρ 2 = 1 kg m-3, E 2 = 2.25 Paρ 1 = 1 kg m-3, E 1 = 1 Pa

0 L = 1 m

E1 = 1 Pa E2 = 2.25 Pa

1 2 3 4 5

Δh = 0.01 m

 (t) = 1 Paσ

Figure 10: Bar setup with linearly varying Young modulus

The stress at time t = 0.75 s is plotted in Figure 11. We can clearly see the match of
the proposed method (green) with the conventional (red). We can also observe the spurious
oscillation as in the previous bimaterial test.

0 0.2 0.4 0.6 0.8 1

t [s]

0

0.5

1

1.5

σ
[P
a]

conventional

asynchronous

analytical

Figure 11: Propagated stress pulse at time t = 0.75 s

8.3 Impact of three bars (2D axisymmetry)

The setup is made up of 3 coincident bars of different materials (see Table 1). The first bar
made of polymethylmethacrylate (PMMA) has prescribed the initial velocity, which simulates
the impact. The second and the third bar are made of steel and EN-AW-7075-T6 aluminum
alloy, respectively.

Bar Impact velocity Length Diameter Material Density Young modulus Poisson
no. [m/s] [mm] [mm] ρ [kg/m3] E [GPa] ratio ν [-]

1. 15.2 1750 20 PMMA 1180 5 0.37
2. 0 796 20 Steel 7850 210 0.3
3. 0 1600 20 Al 2806 72 0.334

Table 1: Initial velocities and parameters of the bars used in the experimental setup
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In case of the asynchronous integrator, each bar refers to one subdomain, that is, 3 subdo-
mains and 2 interfaces in total are defined. The length of the edge of the 2D axisymmetric
square element is set to the value of ∼ 1.6 mm. The computational time step is set to the half
of the critical one.

8.3.1 Limitations of the comparison

The numerical results obtained by the 3D solver with the bi-penalty contact method have
been used for validation. Details about the bi-penalty method and the solver itself can be found
in [15, 19, 20, 21].

The computation is performed only in the time window during which all of the bars are in
contact. This eliminates the difference between the contact mechanism of the bipenalty method
and the longitudinally-glued interfaces of our domain decomposed model. To bring the asyn-
chronous 2D axisymmetric simulation to the 3D contact problem as close as possible, only
the longitudinal (perpendicular to the interface) degrees of freedom are permanently coupled
(longitudinally-glued) at the interfaces. Transverse degrees of freedom are permanently decou-
pled, i.e., transverse free-end breathing is allowed.

8.3.2 Displacement of the interfaces and strain ε11 response

The displacements of the bar fronts for the first PMMA-Steel and the second Steel-Al in-
terfaces are plotted (see Figure 12). The 3D FEA results are described by two curves per each
interface to prove that the contact areas remained in contact during the whole computation.

0 0.2 0.4 0.6 0.8 1

t [s]
×10-3
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1

1.5
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3D bipenalty PMMA face

3D bipenalty Steel face

2D asynchronous PMMA-Steel interface

(a) PMMA-Steel interface
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3D bipenalty Al face

2D asynchronous Steel-Al interface

(b) Steel-Al interface

Figure 12: Histories of axial displacement u1 at bar interfaces for time interval t ∈ ⟨0, 1⟩ms

The history of axial strain ε11 measured at distance x = 2.746 m, at the location of the 2nd
interface, is plotted in the Figure 13 . The strain time evolution is acceptably comparable for
each method. The lack of an artificial strain oscillation in the 3D FE contact analysis (solid blue
curve) is caused by the filter-like behavior of the bipenalty contact formulation [15, 21].
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Figure 13: Strain ε11 response at the location of the 2nd interface: 3D FEA with contact and
proposed asynchronous scheme on 2D axisymmetric model

8.3.3 Energy balance and dissipation

Figure 14a shows the percentage loss of total energy given by the initial velocity of the
PMMA bar. For the asynchronous case, the energy dissipation rate is noticeable during the
first tenths of milliseconds of the simulation, when the step wavefront propagates through the
interfaces. The energy dissipation rate is continually decreasing. The interface energy (4)
is zero during the whole simulation (see Figure 14b). Although during the 3D FEA contact
analysis no energy is dissipated in total (see Figure 14a), the distortion of the solution is present
because of the contact stiffness - see the history of the accumulated contact energy, which should
theoretically be zero (see Figure 14b).
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Figure 14: Total energy loss (compared to initial kinetic energy of the PMMA bar) evolution
(left) and interface energy evolution (right).

Conclusions

The proposed asynchronous direct time integration scheme is a robust tool for computing de-
composed models with different time steps. Although only the case of elastic wave propagation
has been demonstrated, the scheme can be applied to non-linear physics problems such as fluid
structure interaction [22]. The scheme preserves the continuity of the displacement, velocity,
and acceleration field at the interface, and hence its zero energy. The ratios of time steps of
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adjacent subdomains can be arbitrary; no restrictions are imposed. The weakness of the method
lies in the negligible distortion of the potential and kinetic energy in the interface surroundings
and only in the case of discontinuity propagation (rectangular load wave). As a result, we find
the scheme to be very suitable for dealing with the propagation of discontinuities such as the
investigated step stress pulses.
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